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Abstract— In this paper, five different locally restricted cooper-  reception has been standardized for LTE-Advanced [2], in
ation schemes for the downlink of 4G systems are compared. In- real networks the number of cells is too high to consider

terference among different sectors is mitigated and the downlink 5 aNodeBs in one cooperation scheme. To deal with the
capacity is increased. The focus of our research is to investigate .

the potential of combined physical layer cooperation and schedul- I'Créased synchronization requirements, higher complexi
ing by considering user-outage within the coordinated multipoint More channel estimation effort and delay specificationspeo
(CoMP) schemes to accomplish further power reduction of the eration in [6] and [7] has been limited to a subset of eNodeBs,

eNodeBs, while maintaining a target data rate. Two methods to while the other eNodeBs are to be considered as interference
identify and discard users requiring large powers are proposed. In this paper, we aim to minimize the transmission power

One is based on a simple peak power constraint, whereas the . . .
second approach assumes a channel-aware scheduler which i@mong different CoMP schemes by considering scheduling

able to defer data packets. Both outage criteria are implemented aspects. We distinguish between two different methods of
for all cooperation schemes and compared with each other. The scheduling which have been implemented for the five locally

power reduction achieved is determined by means of the CDF restricted cooperation schemes proposed in [7]. Furthesnao
of the peak powers per sector for all considered cooperation minimum target data rate is kept while the transmission powe
schemes. .

of the schemes is reduced.

I. INTRODUCTION II. SYSTEM MODEL AND COOPERATIONSCHEMES

Affordability and easy access to mobile devices with third- The setup of the non-cooperative reference scenario ¢ensis
generation (3G) radio modules such as notebooks, tagPbt hexa_lgonal shaped cells regularly dlstrlbqted throughou
computers, and smart phones have led to a notorious increfe entire area. The eNodeBs are located in the centre of
of mobile data traffic. 3G networks have so far been able f3e cells and have a distance of 700m. The base antenna
support the traffic growth. However, the ITU requirements fdransmissions are not coordinated. Frequency reuse fat®r
IMT-Advanced establish that 4G networks have to suppdftUsed to separate the different sectors of one cell byriife
rates of up to 100 Mbit/s for high mobility such as mobil&arrier frequencies and avoid co-channel interference kg
access, and up to 1 Gbit/s for low mobility such as locdi(@)). The eNodeBs are equipped with sectorized 120 degree

access [1]. For LTE-Advanced even data rates up to 3 Gbigféectional antennas, and each eNodeB has 4 antennas per

are discussed [2]. This implies that new development casce§€ctor: o - _ o
and more efficient wireless technologies are going to p&he scenario is then modified according to the charactesisti
needed. Cell sizes will decrease at higher carrier fregasnc
and, even though higher bandwidths are contemplated for
LTE-Advanced, transmission power will be limited due to
regulatory restrictions. Data rates at cell edges are atstetd
using locally independent transmission schemes and thialact
existing sites. It is already becoming more complicatedlier
operators, to find new sites to locate base stations.

In [3], [4], [5] it has been shown that coordinated multipoin
or cooperative multiple-input multiple-output (MIMO) tec °
nigues in the downlink of 4G networks are able to improve
cell edge user data rates and spectral efficiency. Thesengshe
exploit (or mitigate) interference among different sites o
sectors. Cooperation can be given between different eNadeB
between mobile user equipments, or between several sectors Fig. 1. Cell setup for different scenarios.

of one eNodeB to achieve a higher spectral density.

Although coordinated multipoint (CoMP) transmission andf each cooperation scheme. The schemes described in [7]

(a) Reference scenario (b) Sector cooperation



include: scheme of supporting nodes is described)Mascooperating

« Sector Cooperationvhere cooperation is given betweerfNodeBs, each equipped wiltiz antennas, and supporting
different sectors of one eNodeB, allowing several UE30des, each usingVs antennas.K' = M user devices are
to be served by one eNodeB using multi-user MIM@Ssumed to be present in the cooperation area per resource
broadcast techniques. All sectors of one eNodeB use teck. The downlink signal received at user devicewith
same frequency band, neighboring eNodeBs use differdht antennas, is defined as
frequencies (see Fig. 1(b)). v I

« Cell Cooperatiorwhere the cooperation area is formed by _ (B) . ,.(B) () . (9
M = 3 adjacent sectors of three eNodeBs. The antenna Yk = ZH’“’ X ZH” e e @)
orientation of each eNodeB is rotated by 30 degree in
reference to sector cooperation, changing the frequengjere HECB CNvxNs describes the block-fading MIMO
allocation and making all three sectors of the adjaceshannel betweelh: th user device and thieth eNodeB (b =
eNodeBs share one frequency (see Fig. 2(a)). 1,...,M), andH(S) e CNvxNs defines in a similar way, the

« Low-power Nodeswhere the cell cooperation schemelock- -fading MIMO channel betweehth user device and the
is enhanced by adding = 3 low-power nodes at the /-th low-power node within the cooperation set. The vectors
remaining edges of the cooperation area as shown in Fj@@?) e CNs and Xf) € CNs are the transmitted signals from
2(b). These extra nodes will be assumed to have only twee A/ eNodeBs and thé supporting nodes of the cooperating
directional antennas and a limited transmission power af eNodeBs. The interference caused by the transmission
6W. nodes outside the cooperation set, and also the therma nois

induced at the receiver, are included in the tagm

According to [7], the interference terms within the coopiera

set are eliminated by decomposing the precoding matrices of

the base stations into the product

b=1

G =20 Q1% @)

where Z{) € CNexNo s a block zero-forcing matrix and
the power allocation for the different S|gnal streams idgsh
for the different UEs takes place CQ € CNoxNo_ The

). 7B _
(a) Cell cooperation (b) Placement of additional nodes block zero- forcwggljr[natrl((:Be)s ire Chosen S0 lﬁéi 50 0,
(green triangles) Vi # j and Z; Z;, = I The precoding matrices
of the supportlng nodes are decomposed similarly. In order
to fulfill these requirements, the block zero-forcing nmaes
Z{) and Z{) can be chosen as components of fig =
We distinguish three different types of low-power nodese§éh /. N + L. Ng — (K — 1) - Ny orthonormal basis vectors

Fig. 2. Cell cooperation and placement of additional low-powodes.

are: ~ ~ ~ 17
of the null space of[H oHE HE HIT(} ,
o Supporting Nodes which can be seen as a distributed ® @) ®) S ST
antenna system and include backhaul links with unlimitathere FI,, = {Hk v Hya, o Hyp s HPp oo HM} is
capacity, the channel matrix fromall transmlttmg nodes within the

o Femto Cells where no backhaul is available and dataooperation set to UE. Hence, the I-O relation (1) can then
to be transmitted will be first sent by eNodeBs to thbe rewritten as
low-power nodes and in a second step the received and
?ecoded d_ata will be fqrwarded by the low-power nodes vy, = Z H(B) Z(B) SCBi Sk 3)
o the particular UE using a secondary frequency, and
e Relay Nodes which is similar to femto cells, however,

the same frequency band as for the eNodeB—'to-reIay +ZH§2 : ZES%QES%SH-H;«
link is used for the link between relay and UE (inband
relaying).

The main point of the optimization algorithm is to calculate
the matricesQ;, , allowing for the per-node constraints

. _ Tr {X(B) ,X(B)H} _
A MIMO coherent cooperative cellular network is assumed, b b
where the received signal and therefore the performance is (4)
corrupted not only by thermal noise, but also by co-channel ZZ(B) QP - QBT . z® L < pp,
interference. The system design for the coherent cooperati

For a detailed description of these schemes see [7].

IIl. COOPERATIONALGORITHM



and A. Scheduler with Simple Power Constraint

S) _(SH A simple criterion is that users are randomly picked from a
Tr {Xz Xy } = set of users and scheduled at one point of time. The precoding
K (5) MatricesG{) and G{¥, are determined and the transmission
Tr Z ngg . Q§Sf3 . Qgsl)H . zgsl}H < Pg, powersP;; and P required to achieve th_e minimum dz_ita rate
=1 ' are calculated. If the calculated transmission power isdrig

than the pre-defined power constraint, users do not achieve
to be satisfied fovb € {1,...,M} andV¢ € {1,...,L}. the target data rate and hence are dropped by the scheduler
Fairness between the users is accomplished by definingvbich means they are in outage. Hence, if by leaving one
minimum target rate that all users within the cooperation seser out of service, the transmission power is still higihent
will have to achieve. Including the zero-forcing approattte the predefined power constraint, a second user of the set can

achievable data rate is defined as also be dropped. Finally, if it is not possible to serve the
remaining user maintaining the transmission power lowanth
Ry, = log det {ng> +K® 4+ KS[“)} the constraint, the third users will be excluded and theeefo

®) *) (6) no user within the set can be served. For the simulation ef thi
— log det {Ki + K5, } method, the power constraint chosen is 80W (or 49 dBm).

The outage probability for the peak power constraint is
where K, KE’“), and K'®) are the covariance matrices ofshown in Fig. 4(a) for the reference scenario and in Fig. 4(b)
the signal, the interference, and the noise with respecsén ufor cell cooperation over the cell. It is defined as the praliigb
k. Note that the out-of-cooperation interference is conside that the outage rate of 1 bit/s/Hz is not supported by thergive
in K and KZ(’“) = 0 due to the zero-forcing approach.  random channel realizations. In case of the reference sogna
only next to the eNodeB outage probabilities are below 10%.
At the cell border, the supported rates are significantlyelow
than the target of 1 bit/s/Hz. The cooperation of three ciells

The optimization algorithm proposed in [7] minimizes thdh€ cooperation of three adjacent sectors of three neigitpor
transmission power of the eNodeBs. However, there is §§lS, leads to a significant improvement. Over almost the
upper limit on Tx power as can be seen from the cumulativéhole cooperation area, the ouFage probability is below 5%.
distribution functions (CDF) in Fig. 3. In real systems, th&nly atthe edge of the cooperation area, exactly at thred sma
peak transmission power has to respect regulatory limligs T aréas, Wherg the borderllneg of the sectors meet 'the edge of
results in users which cannot achieve our target data rate 4 cooperation area, there is an outage probability betwee
hence are in outage. We assume the Tx power to be limitégout 10% and 15%.
to 80W (49 dBm). As can be seen from Fig. 3 in case of
no cooperation, this power is not sufficient in 55% of alf  channel-Aware Scheduler
simulation runs to supply all scheduled users with a dag rat
of at least 1 bit/s/Hz.

IV. SCHEDULER

Cooperation schemes are able to reduce the outage proba-
bility as can be seen from Fig. 3. However, even when adding
low power nodes to the network outage cannot be completely

CDF for Min. Rate of 1 bitis/Hz, Peak Power, WIM, Dir. Ant. prevented. Therefore a countermeasure to reduce outage is

/i,/”_ to consider scheduling in our optimization. The scheduler
R could be changed in a way, that unfavorable combinations of
’ ," i users scheduled in the same timeslot (or resources in denera
vul 1 will be avoided. To implement this, the scheduler needs
/7 1 full channel knowledge. As channel state information at the
L d i transmitter (CSIT) is available at the eNodeBs to allow CoMP
© transmit cooperation can be combined with scheduling in the
| same entity to further reduce transmit power. Furthermore
j:_'_'ggggfgif;‘ggﬁon’ it must be possible to swap timeslots without jeopardizing
— — Cell Cooperation | QoS constraints. With these assumptions, the scheduler can
Relay Nodes, 6W . . .
— — Femto Cells, 6W | calculate best combinations (which means lowest peak power
— Supp. Nodes, 6W how to distributeN - K users overN timeslots (resources) in
5% 60 & 70 case we have( users per timeslot (resource). This results in
(N-K)! @
Fig. 3. CDF of_peak power for all considered coopera_tion m;heto ach'ieve (K!)N . NI
min. rate of 1 bit/s/Hz. Setup and parameters of the simulatioaglescribed
in Section V. different combinations how to divide the users over the

timeslots (resources). So we could assume that a scheduler



Outage Probability — No Coop 0s percent and only one user @ percent of all simulation runs.

V. NUMERICAL RESULTS

The simulated cellular network consists of 12 cells (36
sectors), with a cooperation set 8f = 3 sectors. In our
computer simulations, we consider one subcarrier (frequen
flat fading) that is modeled by Rayleigh-fading with a dis@an
dependent pathloss and shadowing that corresponds ta&cena
C2 Urban NLOS environment in the WINNER II channel
model [8]. One user per sector is scheduled at one point of
time. The total number of simulations per scheme simulated i
0.05 2000. It is assumed that the low-power nodes are located 5m

above ground. The eNodeBs located in the adjacent cells are
0 considered to transmit with a Tx power of 80W and the power
w000 A Sgopos?ggn [r7no]0 200 %00 1000 of the low-power nodes is limited to 6W. The minimum target
data rate of 1 bit/s/Hz has to be achieved by all users within
the cooperation set. The simulation parameters are given in

Outage Probability - Coop Table I.
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(a) Reference scenario

‘ TABLE |
025 PARAMETERS OF OURCOMPUTER SIMULATIONS.
™
ﬁi Parameter Value
02 ¥ Channel model Simplified WINNER C2 Urban NLOS
E - Distance of eNodeBs 700m
5 1100 g Number of simulated cells 12
=} 0153 Carrier frequency 2.6 GHz
ﬁ 1000 ﬁ Frequency reuse 3
- o1 V Antennas at eNodeB 4
T Antenna height eNodeB 20m
£ Antenna gain eNodeB 17dBi
0.05 Antennas at UE 2
Antenna height UE 1.5m
Antenna gain UE 0dBi
= J 0 Noise power at UE -85 dBm
400 500 600 700 800 900 1000 1100 1200
X position [m]
(b) Cell cooperation For the investigation of the scheduler with simple power

constraint, the power limit chosen is 49 dBm, which is also
Fig. 4. Outage Probability for an outage rate of 1 bit/s/Hzase of reference the maximum transmission power assumed for the eNodeBs
scenario and cell cooperation. Setup and simulation parasnate described , yside the cooperation set. In case the calculated power is

higher than this peak value, the combination with two users

resulting in the lowest power is chosen. However, there are
will be able to help reducing the peak power by aggregatirmgses, where it is not sufficient to exclude one user. In this
users properly. The resulting peak power for all combimetio case only one user (resulting in lowest Tx power) is selected
could be calculated based on estimated out-of-cooperatidance, in a certain number of simulation runs one or two users
interference. However, considering all possible pernmnat have to be dropped to meet both the target data rate and the
results in a high computational complexity, especially fgpower limitation constraints. However, with this approdicis
large values of\V. assured, that 100% of the simulations of all schemes achieve
a minimum target rate of 1 bit/s/Hz using a Tx power of 49
dBm. The outage per cooperation scheme needed is described
in Table Il. The outage probability of the cooperative schem

The design of the scheduler will be simplified in case significantly lower than the outage of the reference sdena

we assume that our system is not fully loaded. This mear{§5%). As can be seen, in case of sector cooperation there
scheduling only one or two users per resource block will tere also cases where even scheduling only one user would
possible for a certain number of timeslots without loss. Thexceed the maximum transmission power. For the simplified
task of the scheduler, however, is to find the combinatiomtannel-aware scheduler method we defing = 5% and
which achieve the largest peak power reduction in one time8, = 10%. This means in 5% of the cases the cooperation
lot. The potential of this kind of peak power reduction iset consists only of 1 user and in 10% it consists of 2 users.
investigated in this paper by means of simulations. Theeefd~irst, each user’s rate and each transmission power persect
we assume it is sufficient to schedule only two user®in are computed assuming that all users in the cooperation area

C. Simplified Channel-Aware Scheduler



TABLE Il
OUTAGE NEEDED TO ACHIEVE A MAXIMUM TRANSMISSION POWER OF

80W (490BW). to achieve a S|gn|f|gant de_zcrease in peak transmlss[on |gower
The results of our simulations show that among all five CoMP
Scheme 1userin outage 2 users in outage 3 users in outagehemes, the sector cooperation scheme needs the highest
giﬁtgogow- 83(15;;/0 03-22550;/0 0(-)8/5% transmission powers to achieve the same target data rate as
. . (] . 0 0 . .
Supp. N(fdes 2 45% 0.05% 0% the other schemes. This was expected due to the non-optimal
Femto Cells 4.75% 0.10% 0% antenna radiation pattern which partially separates large
Relay Nodes 5.35% 0.10% 0% parts of the cooperation area. It can also be observed,

that the performance of the relay nodes and femto cells

d A h for th . h . schemes is very similar whereas the supporting nodes scheme
are served. A search for the cooperation set that requiees @ performing best. However, outage cannot be avoided

highest trapsmi;sion power is done. W.hen found, the 9pti'mizt%mpletely. As it can be seen from the simulation results,
“F’” glg.onthm is applied for all possible user-combinagio outage-aware scheduling leads to a significant reduction of
dlsn_nssmg one and o users of the set (new block zer e maximum peak powers of every cooperation scheme.
forcing matrices need to be chosen due to the fact that ?gher transmission powers are cancelled out and hence
null space changes Wp = M -Np +L-Ns— (K -2)-Ny protecting a mobile communication network from excessive

or Np = M ' fo +L-Ns— (K -3) Ny, rfaspectlvely). transmission power values, while maintaining a minimum
Therefore, "new” radiated powers and user’'s rates are I®ata rate for the users that will be served

calculated. All possible results are compared and coremﬂewe can therefore conclude that using a channel-aware

for given Va!'“es 0f0; and_ 0. The gra_ph_s in Fig. 5 show scheduler approach, which is able to defer transmissions
the distribution of the maximum transmission power from thﬁ) users and to concentrate the service of the network on

H * * *
three sectors, i.enax {P5 sector + I3, sector 2 F5, sector 3+ It the users with good channel conditions, the transmission

can be pointed ,OUI that when a fraction _Of thg USers Caflwer can be significantly decreased. Thus, interference
be dropped, a higher percentage of the simulations achi V& ween adjacent cells will be minimized, resulting in

the target rate of 1 bit/s/Hz With I_ower transmission POWEB rther reduction of transmission power. We also investida
compared to the scheduler with simple power constraint (¢, outage constraints for the scheduling algorithm when
Fig. 3). In all schemes except sector cooperation, 100% m

is observed.
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