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Abstract— In this paper, we compare different locally restricted
cooperation schemes for the downlink of LTE-Advanced. The
focus in our investigations is on schemes which are easy to
implement and thus have a high level of practical relevance. Two
different optimization goals are considered. We first investigate
how a target data rate can be achieved with lowest transmit
(Tx) power. Reduction of Tx power will lead to reduced electro-
magnetic radiation as well as lower total power consumption of
the eNodeBs. Furthermore, it will result in reduced interference
between adjacent cooperation sets. We secondly maximize the
data rate that can be achieved by different schemes for fixed Tx
power while considering fairness between the users. Additionally,
we consider implementation issues and give an estimation of
achievable data rates in case of limited backhaul capacity of
practical 4G networks.

I. I NTRODUCTION

The ITU requirements for IMT-Advanced demand peak data
rates of up to 1 Gbit/s in 4G networks as LTE-Advanced
[1]. Although the bandwidth of LTE-Advanced will be much
higher compared to 3G networks, the transmit power cannot be
increased by the same amount. With existing sites and locally
independent transmission schemes it will be difficult to achieve
these high data rates, especially at cell edges [2]. However,
finding new sites for base stations (also called eNodeBs) is
already becoming an increasing problem for many operators
due to resident’s sensibility and anxiety of electromagnetic
radiation and electromagnetic fields.

Recent research results [3] show that cooperation schemes in
the downlink of 4G are able to solve many of the issues faced
by future cellular networks. Such cooperative schemes can
include cooperation among several eNodeBs, among several
sectors of one eNodeB or between mobile user equipments
(UEs), in order to form distributed multiple-input multiple-
output (MIMO) arrays to achieve a higher spectral efficiency.
LTE-Advanced standardizes coordinated multipoint (CoMP)
transmission and reception to achieve such network MIMO
gains. Coordinated multipoint transmission for the downlink
means dynamic coordination among transmitting eNodeBs,
like joint beamforming to the same mobile. However, in real
networks the number of cells is too high to consider all
eNodeBs in one cooperation scheme. The computational com-
plexity and the requirements on delay can then hardly be met.
As a consequence, cooperation has to be limited to a subset
of eNodeBs. Only eNodeBs of one subset will cooperate, all
other eNodeBs have to be considered as interference.

In this paper we investigate CoMP schemes which use

low-power nodes and compare them to cooperative schemes
presented in [3]. We distinguish between three different types
of low-power nodes: Supporting nodes which can be un-
derstood as remote radio heads, femto-cells which use an
additional transmission standard, and relays, sharing thefre-
quency resources of the mobile network. In contrast to [3],
the focus of this paper is not only on maximizing data rates,
but also on minimization of transmission power. Furthermore,
we consider limitations of the backhaul capacity. Our results
deliver important insights into future cell planning aspects.

II. SYSTEM MODEL

In our non-cooperativereference scenario we assume an
area divided into cells of hexagonal shape. Each cell has a
radius of 350m and consists of equally formed and sized
sectors. For the reference scenario, the eNodeB is placed inthe
center of the cell. In order to avoid co-channel interference,
the sectors of one cell are separated by different carrier
frequencies (frequency reuse factor 3). The setup is depicted in
Figure 1(a). Note that this corresponds to a typical setup used
in current cellular networks. The different sectors of one eNo-
deB as well as different eNodeBs work independently from
each other, i.e. no cooperation between different sectors or
different eNodeBs is performed. The eNodeB is equipped with
sectorized 120 degree directional antennas, each consisting of
four antenna elements. Channel state information (CSIT) is
assumed to be known at the eNodeB.

For our simulations, we assume exactly one user per sector
and we do not consider any further scheduling aspects. Since
no cooperation between sectors or cells is performed, the user
in a specific sector is only served by the directional antennas
of this sector. In our computer simulations, we consider one
subcarrier (frequency-flat fading) that is modeled by Rayleigh-
fading with a distance dependent pathloss and shadowing
that corresponds to scenario C2 Urban NLOS Macro-Cell
environment in the WINNER II channel model [4]. According
to [5], this model is well suited to evaluate the performance
of cooperation for LTE-Advanced. The system parameters of
our simulations are summarized in Table I.

III. C OOPERATIONSCHEMES

A. Sector Cooperation

The easiest cooperation scheme is cooperation among the
different sectors of one eNodeB; this leads to a multiuser
MIMO approach, where one eNodeB serves multiple UEs



TABLE I

PARAMETERS OF OURCOMPUTERSIMULATIONS .

Parameter Value
Channel model WINNER C2 Urban NLOS
Radius of cell 350m
Number of simulated cells 12
Carrier frequency 2.6 GHz
Frequency reuse 3
Antennas at eNodeB 4
Antenna height eNodeB 20m
Antenna gain eNodeB 17dBi
Antennas at UE 2
Antenna height UE 1.5m
Antenna gain UE 0dBi
Noise power at UE -85 dBm

using MIMO broadcast techniques on the downlink. This
is particularly simple since CSIT and transmit symbols are
required only at one location, i.e. no backhaul has to be
involved. The cooperation requires that all sectors use the
same frequency band. In order to reduce the interference from
adjacent cooperation sets, three different frequency bands are
applied (frequency reuse 3). All sectors of one eNodeB use
the same frequency band, neighboring eNodeBs use different
frequencies. The setup is depicted in Figure 1(b).

B. Cell Cooperation

In cell cooperation three adjacent eNodeBs will cooperate.
Therefore, the frequency allocation has to be changed in a way
that all three sectors of the eNodeBs forming one cooperation
set will share one frequency. The antenna orientation of the
eNodeBs is rotated by30o in order to form the main beam
towards the cooperation area. The scenario is shown in Figure
1(c).

(a) Reference scenario (b) Sector cooperation (c) Cell cooperation

Fig. 1. Cell setup for different scenarios.

C. Low-Power Nodes

Both the sector cooperation and the cell cooperation scheme
can be extended by low-power nodes. We limit the Tx power of
these additional nodes to 6W, which simplifies the deployment
in some countries. Therefore, the effort in finding and setting
up the site as well as in getting the official approval will be
much lower. Furthermore, it can be expected that residents’
acceptance of these nodes will be much higher compared to
eNodeBs due to the reduced Tx power which is in the order
of magnitude of private WLANs. In our investigations, we
assume that the cell cooperation scheme is enhanced by three
additional low power nodes that are placed at the remaining
edges of the cooperation area, e.g. on a rooftop (see Figure
2). Due to the smaller size of these nodes they are assumed to

have two directional antennas compared to four antennas of
eNodeBs. We distinguish three different types of low-power
nodes which will be detailed in the sequel.

1) Supporting Nodes: Supporting nodes can also be un-
derstood as distributed antenna systems (DAS) and require
backhaul links with unlimited capacity. They will strongly
benefit from the macro diversity (see Figure 2). However, the
realization of these supporting nodes (or remote radio heads)
might be difficult and costly, especially due to the fact that
the data streams have to be transmitted from eNodeBs to sup-
porting nodes in real-time. Therefore, also other approaches
without backbone have been considered.

2) Femto Cells: The cooperation concept for femto cells is
the same as for supporting nodes: Low-power nodes are placed
in the cooperation area as shown in Figure 2. The difference
to supporting nodes, however, is that no backhaul is available.
Therefore, data to be transmitted by the low-power nodes will
in a first step be sent by eNodeBs to the low-power nodes
and in a second step the received and decoded data will be
forwarded by the low-power nodes to the particular UE. This
means that the UE which will be served by the low-power node
will only be connected to this node, i.e. cooperation between
the eNodeBs only takes place to transmit data for this UE to
the low-power node. In order to avoid interference between
the low-power node and the eNodeBs, we assume that the
transmission between low-power nodes and UEs uses another
frequency band/transmission standard. This could be WiFi
using the 2.4 GHz or 5 GHz frequency range. The low-power
node therefore forms a locally restrictedfemto cell which is
(wirelessly) connected to the eNodeBs. The advantage of this
solution is that a heterogeneous network structure can easily
be set up using commercial off-the-shelf WLAN equipment.
However, the disadvantage is that another frequency band is
required which is not exclusively reserved to the operator
of the network. Therefore interferences with other (private)
networks can result in reduced QoS of the network.

3) Relay Nodes: Finally, a cooperation scheme without
backhaul and without further frequency bands has been con-
sidered. The main difference to femto cells is that in our
relay node scheme only one frequency band is used. In order
to avoid interference between low-power nodes transmitting
to UEs and eNodeBs transmitting data to other UEs, the
block zero-forcing algorithm described in Section IV has been
extended in a way that all UEs being served by low-power
nodes are considered in the optimization and interference will
be cancelled out at the eNodeBs. This is possible due to the
larger number of antennas at the eNodeBs in case CSIT for
all UEs of the cooperation set is available. Since low-power
nodes only have two antennas, this interference cancellation is
not possible for UEs being served by the eNodeBs. However,
since all UEs close to relay nodes will be served by them and
the Tx power of these nodes is much lower compared to the
Tx power of eNodeBs this amount of interference is very low,
as our simulation results show.



Fig. 2. Placement of additional low-power nodes (green triangles).

IV. COOPERATIONALGORITHM

For the explanation of our algorithm, we assume channel
state information at the transmitter (CSIT), exchange of Tx
symbols, and unlimited backhaul capacity between cooperat-
ing eNodeBs. A cluster of cooperating eNodeBs is referred
to as a cooperation set and consists ofM eNodeBs that are
able to cooperate with each other in a cooperation area. The
transmission within a cooperation set can be assisted byL

low-power nodes (relays, femtos, or supporting nodes). These
additional nodes are connected to the eNodeBs, as explained
in Section III. All other transmitting nodes do not belong to
this cooperation set and will cause interference.

We assumeK = M UEs in our cooperation area. Each
sector of an eNodeB hasNB = 4 and each supporting node
hasNS = 2 directional antennas, with patterns as defined in
[2], each UE hasNU = 2 omnidirectional antennas.

In the following, the cooperation scheme in the case of
supporting nodes is described. TheM cooperating eNodeBs
are assisted byL supporting nodes. The receive signal at UE
k is

yk =

M∑

b=1

H
(B)
k,b · x

(B)
b +

L∑

ℓ=1

H
(S)
k,ℓ · x

(S)
ℓ + nk, (1)

where H
(B)
k,b is the channel matrix of dimensionNU × NB

describing the channel from eNodeBb in the cooperation
set to UEk, andH

(S)
k,ℓ is the matrix describing the channel

from supporting nodeℓ to UE k. The vectorsx(B)
b ∈ C

NB

and x
(S)
ℓ ∈ C

NS are the complex valued transmit vectors
of the eNodeBs and supporting nodes, respectively. In order
to keep the notation as clear as possible, we treat theout-
of-cooperation interference as additional noise. The termnk

includes therefore noise induced in the receiver as well as
interference caused by the transmission of nodes outside of
our cooperation set.

The I-O relation (1) can be rewritten as

yk = H̃k · x̃k + H̃k

∑

j 6=k

x̃j + nk

= y
(signal)
k + y

(interference)
k + nk,

(2)

where H̃k =
[

H
(B)
k,1, H

(B)
k,2, . . . , H

(B)
k,M , H

(S)
k,1, . . . , H

(S)
k,L

]

is the channel matrix from all transmitting nodes
within the cooperation set to UEk and the vector

x̃j =
[

G
(B)T
j,1 , . . . , G

(B)T
j,M , G

(S)T
j,1 , . . . , G

(S)T
j,L

]T

· sj ,
j = 1, . . . ,K, contains the corresponding transmit signal of
the eNodeBs and supporting nodes.

Similarly to the scheme described in [3], [6], we assume
linear precoding with block diagonalization. In order to com-
pletely eliminate the interference terms within the cooperation
set, we decompose the precoding matrices of the eNodeBs into
the product

G
(B)
k,b = Z

(B)
k,b ·Q

(B)
k,b, (3)

whereZ
(B)
k,b is a block zero-forcing matrix andQ(B)

k,b is used
for power allocation of the different streams. The block zero-
forcing matrices are chosen so thatH

(B)
i,b · Z(B)

j,b = 0, ∀i 6= j

andZ(B)H
j,b ·Z(B)

j,b = I. The precoding matrices of the supporting
nodes are decomposed similarly. In order to fulfill these
requirements, the block zero-forcing matricesZ

(B)
k,b and Z

(S)
k,ℓ

can be chosen as components of theND = M ·NB+L ·NS−
(K − 1) · NU orthonormal basis vectors of the null space of
[

H̃T
1 , . . . , H̃

T
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T
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T
K

]T

. The I-O relation (2) is
then

yk = H̃k · x̃k + H̃k

∑

j 6=k
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=
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H
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(4)

where sk ∈ C
ND is the source-symbol vector intended for

UE k with zero mean and variance 1. After calculating the
block zero-forcing matrices which completely cancel out the
interference at the receiving UEs, the matricesQ

(B)
k,b andQ(S)

k,ℓ

have to be calculated.
According to [7], the achievable data rate can be calculated

by
Rk = log2 det

{

K(k)
s +K

(k)
i +K(k)

n

}

−

log2 det
{

K
(k)
i +K(k)

n

}

,
(5)

where K
(k)
s = E

{

y
(signal)
k · y(signal)H

k

}

and K
(k)
i and K

(k)
n

are the covariance matrices of the interference and the noise
with respect to userk. Due to the zero-forcing approach this
simplifies to

Rk = log2 det
{

K(k)
s +K(k)

n

}

− log2 det
{

K(k)
n

}

. (6)

The goal of the optimization is to determine the matrices
Qk,b while the per-node power constraints

Tr
{

x
(B)
b · x(B)H

b

}

= Tr







K∑

j=1

Z
(B)
j,bQ
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j,b






≤ PB ,

(7)
and

Tr
{

x
(S)
ℓ · x(S)H

ℓ

}

= Tr







K∑

j=1

Z
(S)
j,lQ

(S)
j,ℓQ

(S)H
j,ℓ Z

(S)H
j,l






≤ PS ,

(8)
must not be violated∀b ∈ {1, . . . ,M} and∀ℓ ∈ {1, . . . , L}.

In our investigations, we consider two different optimization
approaches:



• Peak Power Minimization
Our first optimization approach is to minimize the max-
imum sum power of one sector (i.e. sum of theNB

antenna elements). This approach has large practical
relevance in order to minimize electromagnetic radiation
and the out-of-cooperation interference. Minimizing the
maximum power results in equal power distribution over
all M cooperating sites. In order to achieve fairness
between the users, we define a minimum target rate which
has to be achieved by all users in the cooperation set.

• Data Rate Maximization
In our second optimization approach, the goal is to maxi-
mize the data rate within the cooperation set. Applying a
sum data rate constraint for all users in the cooperation set
could result in an imbalanced share of data rates between
the users, e.g. a user at the cell edge could get a very low
data rate and users close to the eNodeB would get a very
high data rate. To achieve fairness between the users, we
use a max-min-constraint which means the minimum data
rate over the users in our cooperation set is maximized.
This results in equal data rates of allK users within our
cooperation area. In this scenario the Tx power is fixed
to typical values.

For each approach the optimal matricesQk,b can be found
by numerical optimizations. Both approaches described above,
however, are suboptimal for three reasons:

1) Cooperation is restricted to eNodeBs of one cooperation
set.

2) Interference generated from eNodeBs outside of this co-
operation set is generally not known and hence ignored
in the optimization ofQk,b. However, the effect of this
interference on the achievable rates is taken into account
in our simulations.

3) The block zero forcing approach is an heuristic approach
to achieve optimality in our simulations.

Nevertheless, both schemes are simple, easy to implement,
and, hence, of high practical relevance. The resulting min-
max-optimization/max-min-optimization problems are con-
vex/concave, respectively [8]. Therefore, the optimization
problem for the determination of matricesQk,b can be ef-
ficiently solved by standard optimization tools like e.g. the
Yalmip Toolbox [9].

V. RESULTS

Our simulation environment considers all discussed co-
operation schemes. Per sector, exactly one user is assumed
at a random position. For UEs in the coverage range of
a femto cell or a relay node both options of connection,
i.e. directly served by eNodeBs or connected through low-
power node, are considered and the option resulting in lowest
peak Tx power or highest minimum data rate, respectively,
is chosen. Therefore an exhaustive search is performed to
consider all possible options. Low-power nodes are assumed
to be mounted at a height of 5m above ground and for the
connection between eNodeBs and femto cells or relay nodes,

respectively, a line-of-sight channel model is used. Adjacent
cells are considered as interferers transmitting with Tx power
of 80W. The number of simulations per scheme was 20000.
Results for both optimization approaches are discussed in the
following subsections.

A. Peak Power Minimization

For the minimization of Tx power we define a target data
rate of 1 bit/s/Hz which has to be achieved by all users in
the cooperation set. The maximum Tx powerPS of a low-
power node is limited to min{6W, P ∗

B}, where P ∗
B is the

maximum Tx Power of the eNodeBs after the optimization.
Without this min-max-condition, the optimization often leads
to the contrary of our optimization goal, namely that the low
power nodes have to transmit with their maximum power and
the Tx power of eNodeBs is minimized below the low-power
node Tx limit. The simulation results are shown in Figure 3.

For the reference scenario, the cumulative distribu-
tion function (CDF) shows the distribution of the max-
imum transmission power from the three sectors, i.e.
max

{
P ∗

B, Sector 1, P
∗
B, Sector 2, P

∗
B, Sector 3

}
. It can be seen that

using a peak power valuePB of 49dBm (80W) the target
rate of 1 bit/s/Hz can be achieved only in about 47% of
our simulations whereas for the supporting nodes scheme it
can be achieved in about 97%. Femto cells and relay nodes
have approximately the same performance. This shows that
the amount of interference caused by relay nodes is almost
negligible. A large difference between sector cooperationand
cell cooperation can be observed due to two main reasons:

1) The antenna beam pattern of [2] is not optimal in case of
sector cooperation since it spatially separates large parts
of the cooperation area. It is therefore better suited for
cell cooperation.

2) Cell cooperation benefits from macro diversity gains due
to the different eNodeB locations.
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Fig. 3. CDF of peak power for all considered cooperation schemes to achieve
min. rate of 1 bit/s/Hz.

B. Data Rate Maximization

Despite Tx power reduction, the maximum data rate that can
be achieved with these schemes is also of interest for operators
of mobile networks. Therefore we fixed the Tx power of



eNodeBs and low-power nodes to typical peak power values of
PB=80W [2] andPS=6W, respectively. For the simulations we
assumed independent and locally restricted cooperation sets.
This means that CSIT from interfering cooperation sets is
not available and cannot be considered in the optimization.
However, interference caused by adjacent cooperation sets
will lower the data rate and therefore has been considered
in our simulation environment. Figure 4 shows the CDF of
the minimum data rate within the cooperation set. Again,
the reference scenario and the sector cooperation scenario
are clearly outperformed by the other cooperation schemes.
Supporting nodes achieve highest data rates while the relay
node scheme and the femto cell scheme perform very similar
with only minor improvement compared to cell cooperation
without additional low-power nodes.
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Fig. 4. CDF of data rates achieved with a eNodeB Tx power of 80Wand
low-power node Tx power of 6W.

C. Limitation of Backhaul Capacity

Supporting nodes seem to be an appealing solution to
achieve high data rates and low Tx power. However, up to here
we assumed unlimited backhaul capacity which will hardly
be available in practical networks. Therefore a limitationof
backhaul capacity for the link between eNodeBs and support-
ing nodes has been investigated, assuming a bandwidth of 100
MHz on the wireless channel being used by the cooperation
set. The supporting node scheme requires a backhaul capacity
between eNodesBs and low-power nodes ofK ·R·BW , where
K is the number of users,R the rate in bit/s/Hz achieved by
the users, andBW the bandwidth on the wireless channel.
Our simulation results of cell cooperation and supporting node
schemes deliver the data rates without backhaul and with
unlimited backhaul, respectively. In case of backhaul limitation
we use the data rate of cell cooperation as baseline and esti-
mate the data rate increase achieved with supporting nodes by
linear interpolation. It is obvious that this is only a theoretical
limit, neglecting all implementation aspects. Despite of this,
it gives good insights on backhaul capacity requirements. The
results of our simulations are shown in Figure 5. It turns out
that for reasonable performance increase, which can justify
the effort of enhancing the network by low-power nodes, a
backhaul capacity of more than 1 Gbps is recommended for
the considered setup.
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Fig. 5. Investigation of limited backhaul for supporting nodes. Minimum
rate for bandwidth of 100 MHz,PB = 80W , PS = 6W .

VI. CONCLUSION

Different cooperation schemes for the downlink of next
generation mobile networks have been investigated by means
of simulations and discussed with respect to peak Tx power,
achievable data rate, and implementation issues. The focusof
our investigations has been on simple and efficient algorithms
which are easy to implement and thus have a high level of
practical relevance. Our results show that power reduction
or data rate increase is possible by a large scale, also in
case of simple and easy to implement cooperation schemes.
Best performance is achieved by supporting nodes. However,
for reasonable performance increase, a backhaul with very
high capacity is required. From a practical point of view, a
promising and feasible approach is to apply cell cooperation
which could be enhanced by relay nodes and femto cells.
Both enhancements provide almost similar performance and
can decrease Tx power requirements in a wide range.
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